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 The application of artificial intelligence (AI) in education will grow in the 

future as technology advances. By looking for a new research setting, the 

relationship between performance expectancy, effort expectancy, social in-

fluence, facilitating conditions and behavioural intention towards ChatGPT 

of selected undergraduate students in Malaysia is the central theme for this 

study. This study was conducted throughout Malaysia with a total of 218 

valid questionnaires were obtained from selected undergraduate student in 

Malaysia. Findings of the study show that relationship between performance 

expectancy, effort expectancy, social influence, facilitating conditions and 

behavioural intention towards ChatGPT are significant. This research can 

be extended by more investigations and analysis of the many variables, as 

well as exploring other potential areas of inquiry.  
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INTRODUCTION 

In the decades since its inception, artificial intelligence (AI) has been met with varying degrees of enthusiasm and 

disillusionment regarding its contributions to science, technology, and society (Shadbolt, 2022). According to 

Lau, (2002) wherever AI is being used more and more, Malaysia also supports the advancement of AI through 

strategic partnerships like the one between the Ministry of Science, Technology, and Innovation (MOSTI). That 

is the expectation that will happen in the future, the impact of the rapid development of artificial intelligence (AI) 

technology in the world including Malaysia. Artificial intelligence (AI) approaches are being utilised to rewrite 

words and improve accessibility and inclusiveness in education through text summarization, real-time captioning, 

machine translation, and pre-built libraries of idioms and phrases (Jarrah et al., 2023). Artificial intelligence tech-

nology has the potential to revolutionize how students learn and educators teach in Malaysia. According to Chen 

et al. (2020), the integration of AI into education has created new opportunities by removing physical obstacles 

and allowing online access to learning materials.  
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Thus, ChatGPT, an AI tool, can improve efficiency and accuracy while providing students with more opportu-

nities to showcase their abilities (Chen et al., 2020). In the field of education, ChatGPT can be used to improve 

individualised learning experiences by responding to student questions and providing instructional resources 

(Kasneci et al., 2023). It can also be used to generate content, helping users create written pieces such as stories, 

articles, and code segments. Students in higher education must distinguish between AI's helpful role and its pro-

pensity to facilitate cheating (Jarrah et al., 2023). Though users should recognise ChatGPT as a tool rather than a 

substitute for their own creative process and use it as a springboard for their own ideas while incorporating their 

distinct perspectives and experiences, its impact on creativity is complex (Dwivedi et al., 2023). According to 

Dwivedi et al. (2023) one possible misuse of ChatGPT for plagiarism is when it generates text that resembles 

existing works without proper acknowledgment, allowing users to present others' work as their own, compromis-

ing the ideals of originality and intellectual property.  

 

Looking at the new setting, the objective of this study is to unravel the determinants impacting students' be-

havioural intention in utilization of ChatGPT within their academic pursuits. This study in particular, focuses on 

individual level. It provided different perspectives on the acceptance and behavioural intention to use ChatGPT 

among selected undergraduate students in Malaysia. 

LITERATURE REVIEW 

Emergence of Artificial Intelligence 

 

The world of technology is growing rapidly, and one of the most exciting innovations that has revolutionised 

the way we live is artificial intelligence, or AI. This technology has become an important pillar in various fields, 

having a major impact on the way we work, interact, and make decisions. Several industries have been interested 

in artificial intelligence (AI) from its "birth" during the 1956 Dartmouth Conference (Pedro et al., 2019). John 

McCarthy, who introduced the word in 1956, described artificial intelligence as "the engineering and scientific 

method of making intelligent machines" (Toosi et al., 2021). Artificial Intelligence is one of the most divisive 

technology advancements in recent history. The main areas of intelligence that have been the subject of AI re-

search include learning, reasoning, problem solving, perception, and language use. Artificial intelligence (AI) 

occurs in two characteristics: data-driven AI via machine learning and expertise-based AI, which is predicated on 

an explicit depiction of domain expertise that a computer can reason about. The majority of artificial intelligence's 

current success may be linked to advancements in data-driven AI. According to Pedro et al. (2019), only a few 

years after artificial intelligence (AI) was first introduced, in 1959, Arthur Samuel first used the phrase "machine 

learning," characterising it as "the ability to learn without being explicitly programmed." Fundamentally, machine 

learning is just a method of achieving artificial intelligence. 

 

 As underlined by Abdulmunem. (2023), "AI may accomplish two things: (1) it can automate repetitive tasks 

by predicting the results of data that humans have labelled; and (2) it can improve human decision-making by 

feeding problems to algorithms that humans have developed." Artificial intelligence (AI), as defined by Nabiyev 

et al. (2013), is the capacity of a computer-controlled equipment to carry out tasks in a way that is similar to the 

abilities of a human. In Malaysia, the National Transformation Programme (NTP), which includes the urban ser-

vices sector, illustrates the government's efforts to enhance the delivery system that it can be implemented directly 

into society (Samsurijan and Ebekozien, 2023). During 1957 to 1970, there was little literature or study on AI and 

its impact on urban services (Sa’at et al., 2017).  

 

In the years after independence, artificial intelligence was primarily utilised in telecommunications devices that 

linked different districts (Sa’at et al., 2017). Application of AI may have a strategic and important impact; studies 

comparing the government's estimate with the neural network forecasting approach at the national level indicate 

the effectiveness of AI adoption in GDP prediction. According to Kok and Siripipatthanakul. (2023), by the end 

of 2030, the National Industrial Revolution 4.0 (4IR) Policy is expected to boost the nation's output by 30% across 

all sectors, with AI playing a significant part in achieving that goal. Additionally, the advancement of international 

digital technology has an impact on Malaysia's use of AI in urban services (Samsurijan and Ebekozien, 2023).  

 

The rapidly developing field of artificial intelligence has the ability to completely transform our social connec-

tions. According to Goksel and Bozkurt. (2023), AI is increasingly being used in education to create innovative 

teaching and learning strategies that are currently being evaluated in various settings. Artificial intelligence (AI) 
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is being used more in the education sector; this extends beyond the conventional view of AI as a supercomputer 

to encompass embedded computer structures (Chen et al., 2020). The new AI development strategy was released 

by China in 2017, with "intelligent education" as the development goal. Although vocational education is devel-

oped through thinking, content, method, talent development, and professional building, the development of arti-

ficial intelligence strategy is therefore a structural transformation (Wang, 2021).  

 

The use of artificial intelligence in education has had a significant impact, leading to increased effectiveness 

and efficiency in education administration as well as global learning, personalised and customised learning, en-

hanced material, and general improved efficiency (Timms, 2016). Students get a general overview of the AI + 

education paradigm through looking at the applications of AI in education and the difficulties that AI technology 

confronts in education (Hamid and Chhabra, 2022).  The application of artificial intelligence (AI) in education 

will grow in the future as the technology advances.  Additionally, enhance the way that teachers and students 

engage with and apply AI technology in the classroom, as well as help students develop more diverse and person-

alised learning styles. 

 

Chatbot, ChatGPT and Education 

 

The first chatbot that resembled a human being was called ELIZA, developed in 1966 by Joseph Weizenbaum 

at MIT. In order to produce relevant results, ELIZA would first detect the keywords in an input sentence and then 

match those keywords against a pre-programmed set of rules (Cahn, 2017). Chatbots are artificial intelligence 

(AI) programmes that simulate human speech. It is intended to serve as the ultimate virtual assistant for entertain-

ment purposes, assisting users with activities such as listening to their favourite music, answering queries, obtain-

ing driving directions, and adjusting the thermostat in smart homes, among other things (Ranoliya et al., 2017). 

Furthermore, with the advent of technologies like Apple Siri, Google Assistant, and Amazon Alexa, which are 

included with elegant consumer goods like smartphones and smart speakers for the house, talking to a robot or 

computer has practically become the standard these days. Since chatbots are capable of handling several users at 

once and lower customer care costs, they are currently becoming increasingly popular in business groups.  

 

However, in order to complete a lot of jobs, chatbot efficiency must be maximised. A chatbot is a growing 

trend that improves consumer satisfaction at a minimal cost, thereby increasing business efficacy.  Rahman et al. 

(2018) stated, developing a basic chatbot is not as difficult as creating a complicated one, although developers 

still need to take high-level human language purpose into account as well as reliability, scalability, and adaptability 

concerns. Furthermore, the chatbot ecosystem is expanding quickly, and new features are constantly being added 

to the current platform. Machine learning techniques have advanced recently, and they might be able to accurately 

handle complicated conversational issues such transactions. 

 

ChatGPT is an artificial intelligence (AI) chatbot developed by OpenAI, a non-profit established in 2015 with 

funding from Khosla Ventures and Microsoft, Reid Hoffman's charity foundation (Taecharungroj, 2023).  Ac-

cording to Firat, (2023), ChatGPT has potential as an open education tool since it can help autodidactic students 

become more flexible and efficient while fostering self-directed learning and adaptability. For those pursuing self-

directed learning, ChatGPT could increase motivation and engagement through providing personalised coaching, 

mentoring, and assessment. It is also a useful tool for real-world scenarios in academic and educational settings, 

as well as in a variety of other contexts, due to its use of transfer learning and reinforcement learning (Jiao et al., 

2022). Shi et al. (2023) believes that ChatGPT is among the greatest AI tools available to the general public. 

Additionally, supports this belief because it is capable of producing text that resembles that of a person. However, 

according to Alafnan et al. (2023), ChatGPT adoption could have an impact on the market for knowledge works. 

According to a statement made by García-peñalvo, (2023), using ChatGPT could have an impact on decision-

making since users could utilise the programme to generate automatic responses.  

 

Artificial intelligence technology is revolutionising education today by simplifying educational operations and 

improving the efficiency of educators (Wogu et al., 2019). Since the beginning, educators have expressed both 

excitement and concern about the ChatGPT chatbot. The program's ability to perform tasks such as composing 

articles, answering complex questions, translating languages with near-perfect accuracy, solving mathematical 

formulas in the sciences, producing programming code, and combining books has prompted academics to share 

their predictions about its potential capabilities and consequences (Jiao et al., 2022). 
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According to Colace et al. (2018), technology can enhance student involvement and interaction by allowing 

for group projects and assignments, similar to what teachers often provide. The bot for e-learning can be a useful 

broadcast tool for subjects that are not covered in textbooks. Without spoken lessons, it provides students with a 

text they can consult. This method makes high-quality educational materials and resources more widely available, 

lowering the cost of education and increasing its accessibility. According to Subramani et al. (2023), ChatGPT 

has the potential to be an effective teaching tool for medical physiology in particular. 

THEORETICAL FRAMEWORK 

Fig. 1 shows the theoretical framework of the study. Performance expectancy, effort expectancy, social influence, 

and facilitating conditions is the independent variable while behavioural intention to use ChatGPT is the depend-

ent variable.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Theoretical framework (Huang et.al., 2023; Venkatesh et al., 2021). 

 

According to Huang et al. (2023), a person's intention to use technology is referred to as their behavioural 

intention (BI). Furthermore, the UTAUT suggests that users' behavioural intentions are moderated by factors such 

as age, gender, and prior technology experience. As ChatGPT's influence on educational learning and research 

outcomes grows, it is vital to evaluate undergraduate students' perspectives and behaviours regarding ChatGPT 

use.  

 

Performance expectancy is the extent to which an individual believes that by utilising the system, their job 

performance would improve (Alazzam and Basari, 2015). Individuals' behavioural intention to accept new tech-

nology is influenced by performance expectancy (PE). It describes the degree to which people think that utilising 

a system will improve their performance in learning processes or assist them achieve gains in job performance 

(Venkatesh et al., 2021), PE in this study relates to the extent to which undergraduate students believe that 

ChatGPT can improve their productivity or academic performance. 

 

According to Venkatesh et al. (2021) effort expectancy (EE) is defined as the degree of ease or effort associated 

with the use of technology. Constructs such perceived ease of use, complexity, and ease of use are all part of effort 

expectancy. Students' effort expectations are a measure of how simple they think it is to use ChatGPT for educa-

tional objectives. Research studies have demonstrated that effort expectancy plays a crucial role in predicting the 

adoption of technology and directly influences individual “behavioural intention” to use it. In this study, effort 

expectancy represents the students' perception that using ChatGPT is straightforward and involves minimal effort. 

 

 Venkatesh et al. (2021) defines social influence (SI) as the degree to which significant others, including 

family and friends, think that a person should utilise a specific technology. Research has demonstrated that the 

influence of social circles, such as friends, family, and lecturers positively affect users' intention to use technology. 

Researchers measured students' beliefs about the strength of people whose opinions students value believing that 

they should use ChatGPT in their studies using the concept of social influence. According to this study, students' 

perceptions of the extent to their lecture, or peers, encourage or support them in using ChatGPT are indicated by 

their social influence results. 
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In the context of education, "facilitating conditions" refers to the availability of guidelines, help with technical 

issues, and compatibility between new technology and other tools that users use. Since access to dependable and 

technical infrastructure, information, training, and support is crucial in university education settings, facilitating 

conditions emphasizes this element. This might have an effect on students' motivation to use the educational 

system. In this study, facilitating conditions refers to the extent to which students believe they are able to utilize 

the AI tool despite its widespread use, as well as their ability to get technical support and ChatGPT training. To 

this effect the following hypotheses are established: 

 

H1:  There is an association between performance expectancy and students' behavioural intention to use 

ChatGPT. 

H2:  There is an association between effort expectancy and students' behavioural intention to use ChatGPT.  

H3:  There is an association between social influence and students' behavioural intention to use ChatGPT. 

H4:  There is an association between facilitating conditions and students' behavioural intention to use ChatGPT. 

METHODOLOGY 

Within the study, the researcher adopted survey as the research methodology as it may generate consistent answers 

from the respondents. The researchers used convenience sampling, a method of nonprobability sampling for the 

collection of population samples. Convenience sampling is most often used during the exploratory phase of a 

research and perhaps is one of the most suitable methods of getting information quickly and efficiently (Sekaran 

& Bougie, 2020). Furthermore, Ali and Buang (2016) stated that when the objective of a study is to test proposed 

theoretical assumptions and not for population generalization, a non-probability sampling is considered most ap-

propriate. In order to satisfy the requirements of the study's theoretical framework, a series of questionnaires was 

created using data from earlier research. A structured questionnaire is used in a sampling survey to assess re-

spondents' opinions and beliefs (Rahi, 2017). Data gathered through the use of a structured questionnaire may 

include an accounting of a certain population or subset. There are four or more question items for each dimension 

in the study framework, which correspond to those dimensions. A response indication that enables the respondent 

to display their responses according to the scale on each questionnaire is also included. The questionnaire is com-

posed in a single language, written in English. The questions are organised under six sections: Demographic in-

formation, Performance Expectancy, Effort Expectancy, Social Influence, Facilitating Conditions, and Behav-

ioural Intention to Use ChatGPT. The survey questionnaires will be sent out electronically or online through 

Google Form. Likert-type scales are frequently used in survey questionnaires to evaluate respondents' observa-

tions and sentiments. All other measures employed the five Likert scale levels: (1) Strongly Disagree, (2) Disa-

gree, (3) Neutral, (4) Agree, and (5) Strongly Agree. In the context of this study, the target population was selected 

undergraduate students in Malaysian. The target sample size for this study had been narrowed down to selected 

undergraduate students in Malaysian. PLS-SEM was mainly used as a platform to analyse data in this study. 

FINDINGS 

Demographic Profile 

 

Out of 218 respondents, 60 (27.5%) of the respondents are male students and 158 (72.5%) are female students. 

The most dominant age of the respondents was between 18–25 years old (74.8%), followed by 26–35 years old 

(16.5%), and 36–45 years old (7.8%). Meanwhile, above 45 years old was 0.9% only. Students with fulltime mode 

(72.5%) represented the highest number recorded, followed by part time mode (16.1%) and flexible mode (7.8%). 

Meanwhile, only 3.7% of students with others mode answered the questionnaire. Most of the respondents’ level 

bachelor’s degree (65.6%), followed by Diploma (25.2%), and Master (8.3%). The lowest number of participants 

in the study level is the PhD level (0.9%). the highest number of respondents was in semester 1 (39%), followed 

by semester 4 (17.4%), semester 3 (15.1%), semester 5 (12.8%) and semester 6 (11%). The lowest numbers of the 

respondents were in semester 2 (4.1%). 

 

Measurement Model Assessment 

 

Table 1 presents the results received by estimating the measurement model. The model contains five constructs: 

Performance Expectancy (PE), Effort Expectancy (EE), Social Influence (SI), Facilitating Conditions (FC) and 

Behavioural Intension (BI).  Models developed in the study was assessed for validity using PLS algorithm through 
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the SmartPLS software using the data collected from the selected undergraduate students in Malaysia. As the 

study used SmartPLS to analyse statistical data, it is recommended by previous scholars to assess the convergent 

validity and discriminant validity (Gefen and Straub, 2005). The convergent validity, also known as average var-

iance, extracted (AVE) is a method used to measure the measurement values between constructs (Hair et al. 2017). 

The individual indicators should reflect construct converging in comparison with other constructs. In order to 

achieve sufficient convergent validity, the value of AVE should be ≥ 0.50.  Hair et al. (2017) and Ramayah et al. 

(2018) suggested to remove the reflective indicator when the outer loading is < 0.40 and retain it when the outer 

loading is > 0.70. 

 
Table 1 Results of Measurement Model 

 Items Loading Composite reliabil-

ity (rho_c) 

Average vari-

ance extracted 

(AVE) 

Behavioural Intention (BI) BI1 

BI2 

BI3 

BI4 

BI5 

0.903 

0.906 

0.831 

0.898 

0.841 

0.943 0.768 

Effort Expectancy (EE) EE1 

EE2 

EE3 

EE4 

EE5 

0.846 

0.870 

0.824 

0.812 

0.818 

0.920 0.696 

Facilitating Conditions 

(FC) 

FC1 

FC2 

FC3 

FC4 

FC5 

0.803 

0.824 

0.813 

0.850 

0.791 

0.909 0.666 

Performance Expectancy 

(PE) 

PE1 

PE2 

PE3 

PE4 

PE5 

0.839 

0.838 

0.857 

0.834 

0.798 

0.919 0.695 

Social Influence (SI) SI1 

SI2 

SI3 

SI4 

SI5 

0.780 

0.786 

0.831 

0.686 

0.779 

0.881 0.599 

 

From the analysis of the scores loading, all items satisfactory CR values (0.881 to 0.943) and above AVE 

threshold values (0.599 to 0.768). This table exhibits the measurement model that signifies the loading end of the 

indicators for each construct. Fig. 2 shows the measurement model of SmartPLS output for this study. 
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Fig. 2. Measurement Model of The SmartPLS Output 

 

Structure Model Assessment 

 

In a structural model assessment, it starts with the examination of structural model for collinearity issues. Ra-

mayah et al. (2018) suggested that ensuring no lateral collinearity issues in structural model is a critical process 

prior to structural model evaluation. At this stage, the variance inflation factor (VIF) values of all sets of predictor 

constructs in the model must be examined. In this context, it is important to ensure that the value of VIF must be 

at a suggested value of VIF < 5.0 (Hair et al., 2011) or VIF < 3.3 (Diamantopoulos and Siguaw, 2006). Results of 

this procedure showed that all the inner VIF values for the other independent variables that needed to be examined 

for lateral multi-collinearity were less than 5, indicating that lateral multi-collinearity was not an issue for this 

study (Hair et al., 2014). To analyse the significance and relevance of relationship in the structural model, Rama-

yah et al. (2018) and Hair et al. (2014) suggested to perform bootstrapping. The number of sub-samples suggested 

is 500 (Hair et al., 2014). The results of the structural model analysis are shown in Table 2. The results have 

clearly demonstrated that all hypotheses are supported.  

 

Finding of the study shows that relationship between Performance Expectancy and Behavioural Intension is 

significant, t-value and P-value is (t=2.862, p=0.002); relationship between Effort Expectancy and Behavioural 

Intension is significant, t-value and P-value is (t=2.861, p=0.002); relationship between Social Influence and Be-

havioural Intension is significant, t-value and P-value is (t=2.357, p=0.009); and relationship between Facilitating 

Conditions and Behavioural Intension is significant, t-value and P-value is (t=3.962, p=0.000). There are several 

rules of thumb regarding the value of acceptable R2. According to Hair et al. (2014), 0.75 is described as substan-

tial, 0.50 as moderate, and 0.25 as weak. A different rule was suggested by Chine, (1998) whereby 0.67 is de-

scribed as substantial, 0.33 as moderate, and 0.19 as weak. Cohen, (1988) also recommended a different value of 

R2, where 0.26, 0.13, and 0.02 are described as substantial, moderate, and weak respectively. The R2 value sug-

gested by Cohen was chosen due to the substantial value for the level of predictive accuracy. Even though the 

value of R2 by Cohen, (1988) is lower, it is sufficient enough because the recommended R2 value should be greater 

than 0.10 (Falk and Miller, 1992).  

 

The objective of (f2) assessment is to identify the level of effect size of predator constructs on an endogenous 

construct (Cohen, 1988; Ramayah et al. 2018). As recommend by Cohen, (1988), the recommended (f2) values, 

0.35, 0.15, and 0.02 are interpreted as large, medium, and small with regard to the level of effect size. According 

to Stone, (1974), Hair et al. (2017), and Geisser, (1974), endogenous constructs have fully predictive relevance 

by exogenous constructs when Q2 value is larger than 0, the predictive relevance Q2 for BI is 0.492. The result of 
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the Q2 value was considered above zero and can be concluded that the model had predictive relevance based on 

BI (endogenous construct). 

 
Table 2 Results of path analysis, VIF, f2, R2 and Q2 

 Original 

sample (O) 

Sample 

mean (M) 

Standard 

deviation 

(STDEV) 

T 

Values 

P values VIF f2 R2 Q2 

H1: PE > BI 0.219 0.226 0.077 2.862 0.002 2.482 0.035 0.650 0.492 

H2: EE > BI 0.173 0.176 0.061 2.861 0.002 3.725 0.071   

H3: SI > BI  0.233 0.230 0.099 2.357 0.009 1.752 0.078   

H4: FC > BI 0.305 0.300 0.077 3.962 0.000 2.923 0.053   

DISCUSSION 

To examine the effect of performance expectancy, effort expectancy, social influence and facilitating conditions 

on behavioural intention to use ChatGPT among selected undergraduate students. The findings of the study have 

evidently confirmed that performance expectancy, has helped students to attain gains in educational performance, 

useful for educational purposes, has enabled students to acquire academic knowledge, enables students to accom-

plish their learning tasks, and students find using ChatGPT is useful to unleash their creativity. The significance 

of performance expectancy and behavioural intention was shown in the results (t=2.861, p=0.002). The high value 

in the latent score indicates higher prediction in terms of the significance towards the predicted construct. Im-

portant-Performance Map Analysis (IPMA) results for behavioural intention (BI) for this study show that Perfor-

mance Expectancy has the highest value in Performance (74.607) while the Importance value is the lowest (0.173). 

 

Apart from the above, this study hypothesised that behavioural intention to use ChatGPT is significantly influ-

enced by effort expectancy. The findings of the study have evidently confirmed that effort expectancy, has been 

easy to use ChatGPT for studies, students have felt relaxed and productive when using ChatGPT for studies due 

to its ease of use, students also save time in completing tasks when using ChatGPT and learning to operate 

ChatGPT is easy for them. The significance of effort expectancy and behavioural intention was shown in the 

results (t=2.861, p=0.002). The high value in the latent score indicates higher prediction in terms of the signifi-

cance towards the predicted construct. Important-Performance Map Analysis (IPMA) results for behavioural in-

tention (BI) for this study show that effort expectancy has the value in Performance (73.988) while the Importance 

value is the highest (0.305). 

 

Based on the theoretical framework developed, this study hypothesised that behavioural intention to use 

ChatGPT is significantly influenced by social influence. The findings of the study have evidently confirmed that 

social influence such as other students who influence their behaviour believe that they should use ChatGPT, their 

family believe that they should use ChatGPT, lecturers in their classes believe they should use ChatGPT, they use 

ChatGPT because of their classmates also use it and in general, the university has supported the use ChatGPT. 

The significance of performance expectancy and behavioural intention was shown in the results (t=2.357, 

p=0.009). The high value in the latent score indicates higher prediction in terms of the significance towards the 

predicted construct. Important-Performance Map Analysis (IPMA) results for behavioural intention (BI) for this 

study show that social influence has the lowest value in Performance (54.596) while the Importance value is 

(0.219). 

 

Apart from the above, this study hypothesised that behavioural intention to use ChatGPT is significantly influ-

enced by facilitating conditions. The findings of the study have evidently confirmed that facilitating conditions 

for students have the resource and knowledge necessary to use ChatGPT, ChatGPT is compatible with other AI 

tools they use, by using ChatGPT fits well with the way they like to work, and they have information resources 

that help them to learn about ChatGPT. The significance of facilitating conditions and behavioural intention was 

shown in the results (t=3.962, p=0.000). The high value in the latent score indicates higher prediction in terms of 

the significance towards the predicted construct. Important-Performance Map Analysis (IPMA) results for behav-

ioural intention (BI) for this study show that facilitating conditions has the value in Performance (69.166) while 

the Importance value is (0.23). 
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CONCLUSION 

By looking for a new research setting, the relationship between Performance Expectancy, Effort Expectancy, 

Social Influence, Facilitating Conditions and Behavioural Intention of selected undergraduate students in Malay-

sia is the central theme for this study. In the meantime, the theme-related discussions have been thoroughly doc-

umented to help in understanding the topic. With that, two main objectives derived, i. to examine the level of 

behavioural intention to use ChatGPT among selected undergraduate students: ii. to examine the effect of perfor-

mance expectancy, effort expectancy, social influence and facilitating conditions on behavioural intention to use 

ChatGPT among selected undergraduate students. As can be seen, a quantitative method research design was used 

in this study, with survey phases serving as the data gathering technique. Moreover, this study was conducted 

throughout Malaysia with a total of 218 valid questionnaires were obtained from selected undergraduate student 

in Malaysia. Structured Equation Modelling (SEM) using Partial Least Square (PLS) was used to analyse the data 

and to test four hypotheses developed in this study. Finding of the study shows that relationship between Perfor-

mance Expectancy and Behavioural Intension is significant, t-value and P-value is (t=2.862, p=0.002); relation-

ship between Effort Expectancy and Behavioural Intension is significant, t-value and P-value is (t=2.861, 

p=0.002); relationship between Social Influence and Behavioural Intension is significant, t-value and P-value is 

(t=2.357, p=0.009); and relationship between Facilitating Conditions and Behavioural Intension is significant, t-

value and P-value is (t=3.962, p=0.000). Finally, this research can be extended by more investigations and analysis 

of the many variables, as well as exploring other potential areas of inquiry. Furthermore, educational institutions 

need to make disclosures about their awareness of using ChatGPT guided by the correct guidelines. 
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